
FABRIC at Jodrell Bank 
Observatory

Ralph Spencer, Bryan Anderson and 
Richard Hughes-Jones

The University of Manchester
22 March 2005



JBO projects: expertise

• ALMA, EVLA and eMERLIN optical links 
30-120 Gbps per antenna

• MERLIN system and correlator
• JIVE correlator station units
• MkIV VLBI installation
• eVLBI and network development



FABRIC WP1.2. Broadband data path

• Make strategic decision on transport mechanism that is optimal for future e-
VLBI application: scalable to large bandwidth, relaxed fault tolerance, 
multicasting, Grid enabled.

• 1.2.1. Broadband protocols
Investigate different IP protocols                1 new FTE 1 FTE contrib JBO
vs lambda switching

• 1.2.2. Broadband data processor interface
Develop interface to public network,               1.0         1.0 JBO
e-MERLIN processor

• 1.2.3. Broadband integration and test
Test with 10Gb/s using Onsala station             1.0           1.0 ONS

• 1.2.4. Public to private network interface
LOFAR transport, LO & timing issues             1.0             1.0 ASTRON



Fabric Timelines: START 1st March

• Protocol
– strategic document  May 06
– TCP variant, non TCP, VSI-E Aug 06
– Multicast  Jan 07
– Test 4 Gbps capacity  April 07
– Report  April 07

• Broadband e-MERLIN
– Connections   May 07
– FPGA interface Nov 07
– Interface available Sept 08

• Broadband test
– start Aug 06
– data acq device at telescope Jan 08
– Scientific demo      Oct 08
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• e-VLBI development:
– Investigate network, compare with switched light paths, get  

512 Mbps VLBI data flows.
– Matt Strong PDRA started Oct 05, finish July 07

• Protocols: Develop non-TCP data transport
– UDPVLBI developed by Simon Casey JBO
– DCCP developed at UCL
– VSI-E, Tsnami, SCTP to be looked at
– Tests using vlbi data streams
– ESLEA funding ends July 07
– 1st yr forms contributed work to FABRIC, 2nd yr funded by 

EXPReS
– RA Advert just placed.

• Work fits in nicely with FABRIC WP1.2.1



UKLight Switched light path







Broadband Data Path – the 
hardware

• 4 Gbps or more Onsala-eMERLIN correlator
• Use lightpath connection (Nordunet, GEANT2, 

SuperJANET5)
• Needs 

– Data acquisition at Onsala –How?
– Format conversion
– Transmission on Network - 10 GE or multi 1 GE?
– 10 GE link JBO-Manchester connection to UKLight
– Format conversion to eMERLIN correlator



















Export/Import of Data

• Signals are streamed
• Data are packed

– Requires
• Protocol: custom internally
• Interfaces: custom internally

• Significant free logic in our Xilinx-4 SX35s
• Relatively simple PCB required to extract 

to or from eMERLIN data in filtered form 
via IS protocol.



Personnel:
• Bryan Anderson
• Ralph Spencer
• Paul Burgess (vlbi engineer)
• Richard Hughes-Jones (networks)
• Matt Strong (networks and eVLBI)
• Simon Casey (PhD student, eVLBI)
• Dave Brown (digital engineer)
• Roshene McCool (fibre engineer)
• New Protocol RA
• New digital engineer

Doing Other Things


