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1. Introduction

Networks of radio telescopes can be used to prodeataled radio images of stars and galaxies. The
resolution of the images depends on the overadl gizhe network (the maximum separation between
the telescopes) and the sensitivity depends onothé collecting area of all the telescopes invdlve
and, crucially, the bandwidth of the connectionamsin the telescopes. In this technique, called Very
Long Baseline Interferometry (VLBI) the signalsWween all telescope pairs are combined in a data
processor. Typically this processor must be abtmpe with data rates up to 1 Gbps per telescope.
This functionality has been implemented by congingc a massively parallel, purpose-built
‘supercomputer’ — usually referred to as a Datac®ssor or Correlator. The processor capabilities
continue to develop, the networking infrastructisealso getting more capable of dynamically
handling very large data transfers in long perimdame. All of the factors mentioned so far let us
believe that we are able to design and implemehBéystem. Data processor was replaced by the
distributed software correlator spread all over tBed environment. We have also designed
Workflow Manager Application which control and mageaobservations. The solution presented here
has been address in the eVLBI — Grid design doctfién

This document describes the communication intesf@etween various system components in eVLBI
[10] system. It contains the short review of theteyn design, the description of the communication
protocols and explanation of various interactiomswieen eVLBI modules. It also describes the
graphical user interface of the Workflow Managem&pplication — which is the central point of the
system. The application is used by the Central VORErator to design and manage the observations.
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2. Conceptual view of the system design

The detailed description of the system architecha® been presented in the DJ1.6 report: eVLBI —
Grid design document [1]. This chapter presenteflgrithe overall design and creates a proper

context for the rest of the document.

Telescope 1 Telescope N

¢ ¢ t
Principal
. . /l Invitigaor

Telescope

Telescope
Operator

Operator

Mark5
System

Field
System

Process
VEX

Central
VLBI
Operator

Computational
Node 1
(correlation)

Computational
Node 2
(correlation)

Computational
Node N
(correlation)

Concatenate
CP2FITS

Figure 1. System architecture

The eVLBI process is shown on the Figure 1. Thesgmted system architecture flowchart can be

briefly explained in the following steps.

1. The user creates experiment description (VEX fikhg SCHED application.

2. The VEX is processed in the Workflow Manager (WFMy the VLBI operator.
Experiment control parameters can be verified arwdlified if necessary. The central
operator will be able to set up more eVLBI paramgtand also he (or she) will be able to
associate specific file servers with radio telegssolpcations and create a workflow for the
post-experiment distributed data correlation. ThENMMwill also calculate the necessary
delay tables before the correlation takes placeaiyng the external program CALC and

Earth Orientation Parameters (EOP).

3. An update VEX file will is created and sent to thelescopes participating in the
observations. The WFM also notifies the telescoperators that a new experiment is
scheduled, and sends the planned routing informaigtween telescopes and file servers. It
also contacts the dedicated Grid Resource Brokatlécate the necessary computational
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nodes for each of the correlation tasks, and sirtie newly created software correlator
control file (CCF) and Delay file.

Telescope operator loads the VEX file in the F&jgtem which controls the telescope and
in the Mark5 system which records the data. Tha datorded by the Mark5 system is sent
to the allocated computational nodes via the #evars. The data is correlated using Grid
resources according to the defined workflow.
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3. Communication protocols

One of the most important decisions in every disted system design is the selection of the
communication interface. It should be chosen adgngrtb specific environment requirements. In case
of eVLBI system, the system is characterized bgrgd number of different hardware and software
platforms which need to communicate in order talpo® a successful eVLBI experiment.

Nowadays there is a well known and used commumoicgbrotocol that meets the interoperability

requirement. It is the Simple Object Access Prdt@8®AP) [3], and its most known implementation,

the Web Services [4].

3.1. SOAP

SOAP Version 1.2 is a lightweight protocol intended exchanging structured information in a
decentralized, distributed environment. SOAP retirsdHTTP [9] as a transport mechanism to send
XML based messages, the messages are packed insmeted a SOAP envelop and send to the
server to process in a Request/Response fashiohP $@like proprietary protocols like DCOM or
RMI does not require strong connection betweemtland the server and the SOAP messages are
sting based messages passed from the Client terSerd vice versa in the form of SOAP envelops.

A sample request - response SOAP messages are diwlamv. They refer to the hypothetical
function GetStockQuote(Symbol: string) which returns a float type value of a given stodkga

‘E=S0AP-ENV Envelope xmins: SOAP-ENV="http-//schemas xmilsoap org/soaplenvelope/’
xming xei="http fwvew w3 org/ 1999/ XML Schema-instance’
xming xed="http-ffwww w3 org/1999/XMLSchema” =

2 «SOAP-ENV:Body>

=1 2ns1:GetStockQuote xmins ns1="urn:xmethods-quotes">

= <SDAP-ENV encodingStyle="http //schemas xmlscap org/soap/encoding”
| =symbol xsitype="xsd:string"=IBM=/symbol=

r=ins1 GetStockQuaotes

r={SOAP-ENV: Body=

r =/S0AP-ENV-Envelope=

<?xm| version="1.0" encoding="UTF-8"?>

Figure 2. Soap message

The first tag is thec<SOAP-ENV:Envelope ... > tag. This tag is an outer shell to the SOAP packet,
giving various namespace declarations. A hamesgazevay to qualify an XML tag - for instance a
namespace cannot have two variables with the same,rbut it is allowed if they are in two different
namespaces.

The<SOAP-ENV:Body> tag is a placeholder that starts off the actual BQAll.

Coming next is thensl:GetStockQuote ...> tag. The tag nam&etStockQuote, is the function to
be called. In SOAP terminology, this is called @eration. GetStockQuote is the operation that
needs to be executatslis a namespace, which pointautm:xmethods-quoteis this case.

An encodingStyle attribute - this attribute specifies how a soafi ta serialized. Within the
<GetStockQuote> tag are the parameters. In thipleimase, there is only one parameter, the
<symbol> tag. It is extended by the definitiowsi:type=" xsd:string"

It is the type definition, as defined in thesi namespace, which is declared in th8OAP-
ENV:Envelope> tag, isxsd:string. Which is astring, as defined in thesd namespace, defined
earlier.
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Inside of the<symbol> tag there' is the value of the paramstgnbolto the GetStockQuote function.

And below is a sample response message from thersexith the <Price> parameter with the
required information:

H=30AP-ENV Envelops xmins: S0AP-ENV="http://schemas.xmlsoap.org/scap/envelope/
“BOAP-ENV encodingStyle="http /schemas xmlsoap org/soap/encoding//>
H=S0AP-ENV Body =
S GetStockQuoteResponss xmins m="urn:xmethods-quotes”>
| =Price=34 5</Prica>
r</m:GetStockQuoteResponses
- </SOAF-ENV Body=
</50AP-ENV Envelopez

Figure 3. Soap response

This example shows the flexibility and simplicitfya SOAP protocol itself. The SOAP messages are
usually transported using HTTP protocol. An exanipld®P request is presented below:

POST / StockQuote HITP/ 1.1

Host: www. st ockquot eserver.com

Content - Type: text/xm; charset="utf-8"
Cont ent - Lengt h: nnnn

SOAPAct i on: " Sone- URI "

...the soap request packet here...

And the sample response would be as follows:

HTTP/ 1.1 200 K
Content - Type: text/xm; charset="utf-8"
Content - Lengt h: nnnn

... Soap Response packet here. ..

The HTPP protocol is the most common way of send8@AP messages, because network
administrators do not have to worry about openafasate ports for SOAP calls. A web server would
do the job, and port 80 is usually opened to thedvm handle incoming web requests. The other
advantage is that web servers are usually extenagihg CGI, ISAPI or other native modules. This
extensibility allows us to write a module that wildndle a SOAP request, while not affecting any
other web content.

It is also very common to use HTTPS instead of HTWRich adds a very high level of security to the
message parsing interface.

3.2. Web Services

The Web Services [4] platform is a simple, interajpde, messaging framework, incorporating the
SOAP and HTTP(S) protocols. It is a set of techg@s that exposes business functionality over the
Web as a set of automated interfaces. These awgdmaerfaces allow businesses to discover and
bind to interfaces at run-time, supposedly mininmgzthe amount of static preparation that is needed
by other integration technologies.

Firstly, a standard way of capturing service dgsicms is necessary. The Web Services Description
Language (WSDL) [8] has been developed for thigppse. WSDL describes a service as a set of
‘ports' which group related interactions that avesfble between the application (service requestor)
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and the Web Service (service provider). The intézas that are possible though a port are described
as 'operations' which may have an input messageoptionally a resulting output message. Each
operation describes a potential interaction with WWeb Service. This may be a request from the
application to the web service. It could also béra@raction that can be initiated by the web smyvi
for which the application needs to take actionefattions in either direction can be one-way or can
require a response to be sent.

There are two different kinds of user for WSDL doants. During development of an application
that will use a web service, the developer need&ntmwv theinterface to the service that the
application will bind to. When the application isning it needs details of a specificplementation

of that service so that it can bind to it. WSDL da@ used to specify both interfaces and their
implementations.

Service Broker

uUDDI
WSDL \NSDL
<::I
Ri:ﬂgg’fer SOAP Service Provider
|:“>
Figure 4. Web Services architecture

WSDL describes a service in terms of possible auiions with it. A WSDL document provides the
potential information content of interactions with web service but doesn't explain how to
communicate that information between an applicatind a web service. For this purpose, the SOAP
protocol is used. SOAP is typically transmitted oW TP or HTTPS providing a platform for
communication with/between web services.

The purpose of Universal Discovery, Description &mdgration (UDDI) [1 is to enable mechanisms
to “discover” the existing and available Web Seegicin other words, UDDI is a specification for
distributed registries of Web Services.

A UDDI web services registry is itself a web seeviwhich can be accessed via SOAP from an
application that wishes to discover web servicd3DUspecifies interfaces for applications to puiblis
web services (as WSDL documents) and to discoversgevices (via their WSDL documents).

A UDDI entry actually contains more that just a WShterface and implementation, it can also
include further metadata such as quality of serpiaeameters, payment mechanisms, security and
keywords for resource discovery.

These standard complete the infrastructure to slulfivSDL, UDDI), find (WSDL, UDDI) and bind
(WSDL, SOAP) Web Services in an interoperable manne
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4. User-Grid interface

This section describes the interaction betweenumed and eVLBI system according to the system
architecture and design. We have decided to craatapplication — Workflow Manager (WFM),
which will be the central point of the eVLBI. TheRM and its interface are described in this chapter.
As well as the VEX File format [1], which is usemldescribe VLBI experiment, software correlator
control file is presented in details.

4.1. Workflow Manager (WFM) — central point of the  eVLBI

As it was mentioned in the introduction Workflow Meger Application has been designed to take a
role of the central and control place for the systesers. The advantage of such an approach is that
there is only one entry point to the system. Onteygmint means also one unique and user friendly
interface. The interaction between user and systmponents is presented in the figure below (see
Figure 5)

Radio

telescope m
% Radio
SCHED VEX telescope

Principal Investigator

VLBI Operator

Figure 5. Data flow between components

The data flow is initiated by the user — Principalestigator, who creates the observation schedule
file (VEX). After that Central VLBI Operator loadke VEX file into the WFM system. The VEX file

is described in more detail later on in this chaptde VEX file is validated by the WFM and based
on the parameters found in the VEX file the eVLBdperiment is initiated. The list of radio
telescopes is taken form the experiment descrigdilenand devices are located on the application
design pane. The last step required before expetimgbmission into the Grid environment is
mapping between some parameters from VEX file aoddlator Control File (CCF). This issue is
also discussed in more details soon in this chapter

4.1.1. Users in the eVLBI environment

According to the system architecture we have disiished three different types of usdpsincipal
Investigator (PI1), Telescope Operator (T@)dCentral VLBI Operator (CO)PI is the external user

of the eVLBI system. He is interested in gettingess to the radio telescope infrastructure. Plsis a
responsible for creating observation schedule filentaining details like telescopes used in the
experiment, sources of observation or exact obervéime specification. On the other hand, TO is
responsible for setting up the radio telescopetlier experiment. One TO is devoted to one radio
telescope, so in order to prepare all devicesHer data acquisition TO operators need to cooperate
with each other. Moreover each TO needs to knovthallsettings in advance. There has to be also
one person responsible for managing the observatienjob is to make sure all radio telescopes are
properly set up by TO before the experiment start Moreover, he is also designing data flows
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between system components: File Servers and CtarelBhis super user is called VLBI Central
Operator in our design.

Because of the complexity of this issue, tools megufor creation of the VLBI observation schedule,
as well as the time limitation of the project werdaecided to support only Central VLBI Operator in
the WFM.

4.1.2. WFM — graphical user interface

The main interface between user and system has bemstructed using Java technology. The
graphical user interface has been designed witimgilrary and great help of JGoodies libraries [6]
We have deployed the prototype of the WFM with Jkeb Start technology. Using Java Web Start
technology, standalone Java software applicatiars lwe deployed with a single click over the
network. Java Web Start ensures the most curresioveof the application will be deployed, as well
as the correct version of the Java Runtime Enviemtrwill be used. The main advantage of such an
approach is easy, unique and intuitive interfacerddver, the application can be run at every
computer connected to the Internet and equippedwséb browser.

Workflow Manager - [New document] [=lE]x]

= | |G| & & & 3e

Do untitled

Scenario Details
— ot defined

=
VI

Scenario Properties

=1 Define

View Switcher Design Pane

=
s
o

Message Pane

Information Pane | /
W Message Log i
Typel Date Mezsage | Detailsl

(@  19/12/2006 15:43:20 Mew scenaria created [a]

®

RE

[ == ] [ 19 December, 2006 | (T) 180343  aMT+0100 ¢
Figure 6. WFM — main view

The Workflow Manager Application is divided intovegal working panednformation Pane, Design

PaneandLog Message Pan&ach view has its own place in the applicationdein (see Figure 6).

User can manage the visibility of the differentwse adjusting the application to so it meets his
needs.

41.2.1. Information Pane

Information Pane is the only “dynamic” pane whichans that it presents different information based
on the application state. This allows user to petrhost important (more general) data quickly and
without tiring and time consuming interaction.
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® 4 ®
Scenario Details Scenario Mame —— Resource type — Resource type
Kot defined evLBl 1 Radiotelescope Caorrelatar
Scenario Description Resource name ——— Resource name =
Sample e¥LBl experiment ET4 Correlatar
Scenario Properties
i Define Resource description Resource description
B ET4 Taorun Grid Software
Created By ———————— Radiotelascope - Carrelatar
32 meters
L) Edit |
e | |« o] LE
Figure 7. Information panes - examples

The Figure 7 presents several combinations of mé&ion panes. They contain data like short
summary about current experiment scenario and ressuradio telescope and correlator.

4.1.2.2. Design Pane

Design pane it is used mainly by the VLBI operdtorthe VLBI scenario design and management.
The pane itself is divided into two pariét.Bl and Grid by the horizontal separator line. Th&BI
paneis reserved only for the radio telescopes. Theegysanalyzes the VEX file and visualizes all the
radio telescopes, which take part in the VLBI expent the given map. Be default it is the smallest
map capable of displaying all the nodes. The mawdan be changed into different

=% unititled

s
> N
: RT4 i\
ity -
RT

1
|

Fileser...

N

- e

Fileser. .. /FilESer...

Correl...

Grid

Figure 8. Design pane — sample VLBI experiment
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World region. The VLBI part cannot be changed. Tisans that it is not allowed to add new radio
telescopes or remove them. All nodes are not mdgeabach telescope has its own location. One eye
glimpse and Central VLBI operator knows exactly ethiradio telescopes are taking part in the
experiment. In the future work we plan to add manitg system to the existing model. Such a tool
will be very powerful and useful for the experimemterator. Detailed description of the monitoring
system is not a scope of this document.

Grid paneis intended to set up (design) data flows betwéerradio telescopes and Grid. Based on
his experience the Central VLBI Operator decides hmany file servers should be used, what is the
best way to connect radio telescopes with thoseeserMoreover, he also defines parameters of the
correlator node, manage the transformation betwee=EX and CCF.

4.1.2.3. Message Log Pane

The message pane is used as an information boawmedre user and system. There are several types
of messages: information, error, notification. Th&play can be customized, it can be turned orf or o
at any time.

E Message Log %
T\,epe| Daate Message | Details |_

(@ 20/01/2007 17:15:54 Mew scenario created B

Figure 9. Message Log

4.2. eVLBI experiment showcase

This section describes the interaction between W4fd Central VLBI Operator. We will present
how to design VLBI experiment easily and quicklyheTgiven description refers to the prototype
version. The process of defining the eVLBI workfltvas been divided into the several steps, which
are summarized below.

1) VEX file validation and processing
2) Designing VLBI experiment
a) Definition of File Servers
b) Definition of correlation node
c) Resource properties definition
3) Definition of the data flows between resources
4) eVLBI scenario submission
The detailed description of each phase can be fattite following sections.
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4.2.1. VEX processing

YL Workflow Manager - [New document] Q@@
File  Edit ;_:enanu Wiew Help
e da | % || & & & g

Welcame to

& |

Workflow Manhager Application 0.1 beta

Select one of the options below:

Open YEX file

== | 20December, 2006 | (1) 175228 aMT+Ol00 Lf

Figure 10. WEFM — Welcome Screen

The welcome screen is presented on the Figurelidbose Open VEX file ...” option from the
welcome screen in order to open a VEX file. WFMIwdlidate and analyze the VEX file and draw
radio telescopes net on tHgesign Pane(the VLBI part) All the telescopes from the VLBI
experiment will be drawn on the map.

v Workflow Manager - [New document] 9@@
File Edit 5tenario  Wiew Help
MeH® |26 x| | O] & & & 3
2| 2 ] x | i
Resource type
—u Radiotelescope &
vl b
Resource name T e
: = & RT4
RT4 > @t
)} |
Resource description — "ét RT4 : g g :
{ [l 1
RT4 Torun b R
Eadiotelescope - P RT4
32 meters RT4 0 e eeaE
T
B
I
I == | 04 January, 2007 | 15:29:25 GMT+01:00 1+

Figure 11. Setting up the VLBI experiment — radio telescopeis n
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In the prototype version the radio telescopes aeavil at random locations. In the real VLBI

experiment, the devices will be drawn at their givecations. This gives an overview of all radio

telescopes which take part in the VLBI experiméitt.this stage the VLBI Operator can view or

change the radio telescope parameters. To predévp@ameters double click on the device icon or
right click on the device icon and preégsoperties” (see Figure 12)

,,,,,

|
I Node: Experiment

= Copy ctrl-C

— ¥ Delete Delete

&% Resource list »

Is initial CrrkHAlR-1

Figure 12. Resource properties

4.2.2. Designing VLBI experiment

At this stage we have defined the VLBI part of theeriment. Now we have to design the GRID
part: choose file servers, describe correlatorrpatars and finally define data flows.

File Servers
File servers can be added into the workflow byritnsg new resources into tlrid part and

Vib
5

Grid

Figure 13. Adding new resource

defining their parameters. New resource can beddgeright mouse click on the design area (see
Figure 13.)
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a2

:Il Node: Compute task

)

t

0

nodes | B | | 10 Januany 2007 [ (L) 15:19/12 GMT+01:00 %
Figure 14. Adding new resource — fileserver

After a new resource icon appears on the Desige Pegss the right mouse button and choose node
type: file server or correlator. The choice will imglicated by icon change. When a File Server or
Correlator is placed on the Design Pane it is bbs$d change their properties.

Correlator
Adding a correlator node into the design is donalar to adding a File Server. The only differemce
that from theResource Lisyou need to chooggorrelator option.

O x|

Resource Properties
The dialog presents the list of resource properties

General information |

Mame heliza |

Owner  |[PSNC |

Location | Poznan, Paland |

Description

Server details

IP Address [150.254.173.2 |
Bandwidth |1 MB/s |
Memary |16 GB |
Caparity 600 GB | E
| < oK || # Cancel |
Figure 15. Sample resource properties dialog
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The following figure shows the VLBI experiment withree file servers defined and one correlation

node.
VL Workflow Manager - [New document] [=I[=](x]
File Edit Stenario  ¥iew Help
ri &= E 8 | | |0 & & & ¢
B X | <= untitled
Scenario Details —
— Mot defined
N
= o RT4
Scenario Properties — > : Tgﬂ\‘z‘\‘ )
| L Defina B‘Q\t RT 4 M\
RT4 A
Fileser... FlIEaE0 il
3
=
)
Carrel...
[ E==H [10january, 2007 [ (0 16:40:35 cMT+0l:00 Lt
Figure 16. Sample VLBI experiment — without data flows

4.2.3. Data flows definition

The last phase of the VLBI

experiment definitiontes show the system data flows between the

components. This can be done by connecting twosbyan arrow. Whenever you cross the mouse

o= T untitled

Source node with
connection port painted

-2
& N
F RT4
T
= Fileser..) Fileser.. Filasar...
(=
o Target node

Figure 17. Connecting nodes

over a resource on the design pane, there is paioted in the middle of the resource icon. The
resource is also encircled with border, which syiabes its special state — ready for a connectidh wi

other node (see Figure 17).
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Figure 18. VLBI experiment — complete scenario

The Figure 18 presents a final eVLBI scenario,ragliby the user (in our case the VLBI experiment
supervisor). We have four radio telescopes takiag im the experiment. The data from the radio
telescopes will be transferred to the three spatiffile Servers and then correlated in the GRID
environment using software correlator. Such a steean be submitted into the system.

4.3. VEX file parsing and visualization

4.3.1. VEX File Definition

The 'VEX-file' format (VEX = 'VLBI Experiment’), l®been invented to prescribe a complete
description of a VLBI experiment, including schddg| data-taking and correlation. This includes all
setup and configuration information, as well as ghkedule of observations. VEX is designed to be
independent of any particular VLBI data-acquisitisystem or correlator, and is expandable to
accommodate new equipment, recording and corralatiodes. Every attempt has been made to
consider the requirements and concerns of botagtrenomy and geodetic VLBI communities in the
construction of the VEX format. Files in the VEXrfioat are targeted at three particular types o file
in the experiment process:

» The schedule file (generated by your schedulingamm of choice): This VEX-format file will be
completely self-contained file which details thgpesiment setup and execution for all sites. (The
example VEX file in this document is primarily d¢fi$ type.)

 The station experiment summary file, detailing thetual as-observed-experiment: Each
participating station will create a VEX-format fileith 'as-observed' (i.e. log) information. As of
this writing, much work needs to be done to spettiéydetails of this file.

 The Mark IV and EVN correlators (at least) are piag to use a VEX file format as the primary
correlator-control file. Sample VEX file is presedton the figure below. Because of the high
capacity of the file, only part of it will be preged.
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VEX rev = 1.5;

*  SCHED vers: March 2006

*  VEX/SCHED: 1.5.86

*  QOther versions: Sched: 6.0 Plot: 1.06 &pbem: 1.01

*

$GLOBAL;
ref SEXPER = NO6C2;
* e +
* Pl revision number: | 2.0000 |
* e +
K e e e e
$EXPER,;
*
def NO6C2;

exper_name = NO6C2,;
exper_description = "Network Monitoring Expt";
Pl_name = "Zsolt Paragi";
Pl_email = paragi@jive.nl;
address: JIVE

Postbus 2

7990 AA Dwingeloo

The Netherlands
phone: +31-521-596536
during obs:+31-521-596536
fax:

E I T T R

*

year, doy: 2006, 168

* date :Sat17 Jun 2006
* MIJD  :53903
target_correlator = JIVE;

integr_time : 2.000s
number_channels: 16

* Kk F

number_antenna : 10
cross_polarize : Yes
weight_func : UNIFORM
distrib_medium : DAT
source_pos_cat : STANDARD
distribute_to :

Zsolt Paragi

* % 3k X X X X X

[¢)
>
o
o
D
=

Figure 19. Sample VEX file

As it was stated in the previous chapters VEX filmong other things contains observation
description, the list of radio telescopes and tipairameters. Furthermore, WFM needs this file in
order to get all the input data required for thpegiment diagram creation. This file is also neefded
the Correlator Control File (CCF) creation. The G€Hiscussed in more detail in the next chapter.
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4.4. Software correlator control file

Correlator Control File is used by the Grid Softev@orrelator. This file contains all the settingsl a
parameters required for the proper work of thevemi¢ correlator i.e. number of nodes which will be
used during computations, observation start tinfiseovation stop time and many others details
concerning experiment. The CCF file is created withat help of Workflow Manager Application.
Furthermore, the description is based on the pasm#®und in the VEX file. The WFM pulls out all
the parameters, which can be used in the CCFrfilegives user an opportunity to change their values
with easy and intuitive interface. The other sgdinwhich cannot be found at the VEX file has to be
submitted by user with the support of WFEM interfa&eart of the CCF file is presented on the figure
below (see Figure 20).

MESSAGELVL 1

# Description: set the message level.

# Optional

# MAN

# Default value : 0

# Values:0 : only error and abort messages wileapp

# 1:0 + higher level progress and warmm&ssages

# 2 : 1 + lower-level warning and progressseages + information
messages

INTERACTIVE O

# Description: Confirm to continue or not.

# Optional

# MAN

# Default value : 0

# Values:0 : run without user interaction, run anatically

# 1 : run with user interaction, only usefiiien MESSAGELVL > 0
RUNOPTION 1

# Description: determines which part of the appiiais executed

# Optional

# MAN

# Default value 1

# Values:0 : determine the file offset to get te 8TART. Usually this option

# is run in combination with MESSAGELVQand INTERACTIVE=1
# 1 : execute all main processing stepsetfunpack, filter,
# delay, correlate

The second part of the Correlator Control Filerisspnted on the next page.
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# GENERAL EXPERIMENT PARAMETER SETTINGS ANLO
INFORMATION

# -

EXPERIMENT NO6C2

# Description: formal name of the experiment

# Optional

# VEX

# Default value : DefExp

# Values: any ascii character string without spaces

START 2006 168 07 32 34

# Description: Requested start time

# Compulsory

# VEX

# Values: yyyy ddd hh mm ss, where ddd=0..365, h230 mm=0..59,
ss=0..59

# START has to be earlier then STOP

STOP 2006 168 07 32 36

# Description: Requested stop time

# Compulsory

# VEX

# Values: yyyy ddd hh mm ss, where ddd=0..365, h230 mm=0..59,
ss=0..59

# STOP has to later then START

Figure 20. Sample CCF file
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5. Software correlator in Grid environment

The scope of the FABIC project covers the creatbivLBI software correlator, which has to be
embedded in the distributed environment. The ptogssumes that the Grid environment will be
used, which has some significant benefits, sucloasr running costs of the infrastructure, and
compensating for increased resource demands frerapplication.

In order to successfully combine the software datoe with the Grid environment, a certain system
elements have to be introduced. One of them is BlIVYesource broker — the “heart” of the system,
which receives the experiment description from\terkflow Manager, and directs the execution of
the distributed correlation process. To manage sasH) the VLBI broker interacts with some kind of
lower level Grid resource broker

The Grid resource broker is responsible for the le/lprocess of remote job submission to various
batch queuing systems, clusters or resources.

5.1. Grid resource broker

5.1.1. Overview

As it was stated in FABRIC deliverable DJ1.6 “eVLBGrid design document” the ideal candidate
for the Grid resource broker should provide théofeing functionality:

 Basic resource broker functionalitythis contains a basic set of functions like jabrsitting,
job monitoring, resource discovery, etc.

* Integration with the Globus toolkit

« Web Service interfaces well-defined and documented API, which allows ctntrol and
interact with the broker from the low level

* Open Source possibility to add new functionality to the rescaidoroker is required, which
implies that open source is a great advantage.

In the same deliverable the detailed study of siftbe-art resource brokers was provided, with the
complete analysis of 8 different Grid-enabled brekeAfter this analysis, the Grid Resource

Management System (GRMS) was selected as a fiogteclfor the resource broker. It incorporates all
of the required functionality and the latest stadddn managing Grid job scheduling, and it is also
developed in PSNC allowing to actively participateits modifications and extensions, making it

even better suited for the Grid-VLBI purpose.

Furthermore, the first testbed environment willdoated at PSNC. It will be used to test the system
components and to do a reference benchmark ofdfine@ase correlation. The next stem would be to

move the correlator into the “real” Grid environredistributed among project partners, using their
available resources.
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Various Ilnmalns PIWSII:al HBSIIIIN:BS and Queuing Systems
Figure 21. The GRMS

The GRMS, based on dynamic resource selection, img@md advanced scheduling methodology,
combined with feedback control architecture, demilth dynamic Grid environment and resource
management challenges, e.g. load-balancing amongtecs, remote job control or file staging
support. Therefore, the main goal of the GRMS ismanage the whole process of remote job
submissions to various batch queuing systems,echisir resources directly. It has been designed as
an independent set of core components for resonaregement processes, which can take advantage
of various low-level Core Services and existingaafly, the GRMS can be considered as a robust
system, which provides an abstraction of the complel infrastructure as well as a toolbox, which
helps to form and adapt to distributing computingiesnments.

In order to perform job management remotely the GRIzMS to stage-in and stage-out files (input
files, output files, stdin, stdout, stderr) reqdit®y jobs and users before and after executioasviery
efficient way. To deal with these issues GRMS itedb use Core Services taken from Globus
GridFTP/GASS/FTP/RFT and also use data managemeitleware service — the Gridge Data
Management System. The idea of collaboration with middleware service is to use more abstract
operations on data and logical files rather thessdeiith physical file locations and low level data
operations. The whole process of data managemeapping between logical and physical files,
virtual collections and directories. The currerlease of GRMS uses basic functions invoking it's
Web Service interface to convert between logicliection files and their physical locations. Torsta
using DMS middleware service together with GRMS, ®hust be appropriately deployed in a
computing environment, and proper configurationialsles should be set and point to deployed
service.

Page 24 of 32



5.1.2. Job description

An XML based GRMS Job Description (GJD) languages wpecified to allow users to define the

computational jobs and resource requests. For & there is a section in a job description

document describing resource requirements and psefierences used for dynamic resource
discovery. Another section defines the applicatierecutable, input and output files required,

arguments, environmergtc

GRMS job description can be divided into severaftgalescribing the way the job should be

processed as a whole. Job description starts \emiergl properties characterizing the job in GRMS
system. User has to specify a string distinguisiinggjob from other ones. The name of a job will be

used by system as a part of final GRMS job idesttifDptionally it is possible to specify the pradjec

job belongs to or to specify if the processing leé job needs commitment to be started. The job
consists of set of dependent task and job as veekarh single task can have notes containing
informal and human readable descriptions. Everly tasning a job has a set of general properties. It
has to have a unigue identifier, that distinguish&®m other tasks.

In the example described below the job consistsvof applications — Master and Slave. Slave is
launched as soon as Master is running on one af I@sources. Master controls the execution of the
experiment in a few ways:

» Monitoring progress of the Slave application
» Migrating the Slave application due to decreasapplication performance on current resource
» Spawning additional jobs based on some internatétalrs

To serve the application calls, not only applicatioservice communication takes place, but theze ar
also a lot of interactions between services.

El=grmsJob appid="WMYJOB >

tr<task asked=MASTER>
= <resource®
. <hastname=haost1 man poznan pl</hostnama=
</resources
<executable type=singls =
<zexecfile name=mastar' =
=url=file./{fhin/master</url=
<lexecfiles
farguments=
=valug=-xf<ivalug=
=valug=-verbose<ivalue=

=file name="parametars” type="in"=
i =logicalld=master_paraml</ogicalld=
<ffilaz

slarguments>
<gnviranments
‘<variable name="SLAVE_|ID"=SLAVE</ariable=
<fenvironment=
</gxecutable=
- </taghk=
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H=task asked="SLAVE" commitWWait="true">

= <resources

<applications =
‘<application=Slave</application=

</applications=

=iresource=

=executable type="single checkpointable="true"=

=gxecfila name="slave =
Lzyrt>files//ifbin/slave</url=

=igxechile=

<arguments=

wvalug=d=<ivalue=

wvaluexdh<ivaluss

<file pame="input1” type="in"=
<logicalld=input_from_slavel</logicalld=

=ffila=

=file name="output 1" type="out™=
<logicalld=output_fram_slavel</logicalld=

=ffila=

</arguments=

=/executable=

<warkflows

=parent triggerstate=" RUNNING =MASTER

</parent=

r =iworkflow=

- <fask=

=igrmsJob>

Figure 22. Job description

There are two tasks in the job description: MAST&R SLAVE. In a resource requirement section
of Master, host name is specified directly, but$tave, the machine to execute an applicationheill
chosen from the list of resources that have theipe application installed locally (dynamic
resource discovery). Executable description coataiformation about location of file, arguments of
the execution, input files required and generatatpui. Workflow section in the SLAVE task,
denotes that Slave has one parent (MASTER taskiéhbde executed as soon, as the Master passes
to the RUNNING state. Of course it is possible éfite more than two tasks and with very complex
precedence constraints — everything is up to tipdicgion developer. Tasks can communicate with
each other or can be entirely independent, foaitst one can define two independent pairs of Master
and Slave in one job description. There is only ooedition: Maser has to know the identifier of
Slave task, but that requirement is very simplmé®t €.g.using environment variable).

5.2. WFM — GRMS broker interface

In order to build a fully functional eVLBI system,proper communication between GRMS and WFM
is required. It must be done by introducing a neadute, responsible for translation of eVLBI
scenario from WFM application into the set of ctatien tasks for the GRMS. This module must
have some implemented logic that will allow selegtihe best routing from the telescopes to the
computational nodes, based on information on nétwaonitoring modules. This module will also
have the possibility of making the network bandwidéservation for real-time eVLBI data transfers.

5.2.1. eVLBI resource broker

This new module will be placed between WFM applaraind computational grid (with GRMS as its
gateway). It main role will be to transform the al@bming from WFM into XML job definition for
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GRMS module. eVLBI resource broker will also comngate with network monitoring modules in
order to find the optimal network routing for exipeent data transfer. The networking modules will
also make a bandwidth reservation if it will be essary.

The following diagram shows the general dataflowween WFM, eVLBI broker and GRMS
modules.

VLBI
environment

VEX file
WFM Application

SEXC VEX file
control file

Additional parameters

Computational Grid

GRMS job
description
eVLBI Broker

SFXC
control file

Figure 23. eVLBI communication
The whole process can be described in the followtegs:

The WFM application obtains the VLBI VEX experimethéscription file. The file is downloaded
from the VLBI server or from the local storage nze(tid-rom, pen drive etc.)
The application visualizes the data and allowsuber to enter additional correlation parameters and
set-up the global correlation process using thphgcal user interface.
The application converts the gathered data inttwswoé correlator control file, and passes it, thget
with VEX file and additional parameters, to the éflbroker module.
The eVLBI broker reads the parameters and VEX @itssults with networking modules and creates
the correlation job description for the GRMS moduldée job is submitted together with SFXC
control file and path to the radio telescope ddtaams (or files). The correlation process in
monitored and the user is informed of its statunges.
The additional parameters are stored in the spgcgdsigned XML file using XSD Schema
technology. XML Schemas express shared vocabulandsallow machines to carry out rules made
by people. They provide means for defining thedtme, content and semantics of XML documents.
The purpose of an XML Schema is to define the lbgiting blocks of an XML document. We have
defined several XSD schemas which stores crucfatrimation about different aspect of the eVLBI
experiment. First of all, the Resource Descriptiicthema (RDS) [5], which main purpose is to
describe resources in the eVLBI system. The schéefimes a list of the resources which are all
attached to the resources node. Every resourceetarantains the following sections:

* nodeType — contains alt the information about tgpéhe given resource i.e. type

identifier, type name, etc.
» tabs - the resource properties are grouped in thphres which are displayed in the
JTabbedPanes; each tab node contains a set ofntéereach element represents a
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resource property; the elements can also be pethegin a group; the relationship
between elements in the group can also be defined.
* monitoring - this optional section contains infotroa about the current status of
each resource in the experiment.
The RDS schema is presented on the figure blowKggee 24).

'ns1 :nodeType H

his T desenbes the type
of the glven resource

'ns1 :element
0 =fined wit

f

Figure 24. Resource Description Schema

Second of all, we have designed also Links Desoriggchema (LDS), which describes the available
connections between resources. The schema strigfuresented on the following figure (see Figure
25).

: Deir rersh
-5 nsiiexternal o (=B ns1:conversion
Defines the conversion details

The %Aab Link Descrption
roct node

Figure 25. Links Description Schema

The link element contains connection data betweem rnodes. If there is an entry in the LDS
definition file, given source node can be conneetéld given target node.
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6. Summary

In this document, a several aspects of Grid - eVliBterfaces were presented, including
communication protocols, graphical user interfatehe WFM application, the description of the
VEX file, and the aspects of correlator integratwith the Grid environment, and the introduction of
the Grid resource brokers.

The described interfaces cover all communicatigens between eVLBI and Grid, starting from data
acquisition and ending with distributed correlationthe Grid environment. The interfaces between
functional modules were described as well, progdire information on how it is plan to successfully
integrate the software correlator with the Gridgd amsure its optimal performance by selecting the
optimal Grid resources.

The first system version, the prototype, will delithe basic functionality allowing users to caatel
data coming from pre-recorded files instead ofélitelescopes (so called virtual radio telescopes).
The data will be stored on one of the file senad correlation will be done using the distributed
environment provided by PSNC. The next step willoime using the computational resources
provided by project participants, resulting in geghical distribution of the Grid environment.
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Definitions, abbreviations, acronyms

CCF _ Correlator Control File.

CcO - Central VLBI operator

DMS - Data Management System

eVLBI - Electronic Very Long Baseline Interferometr
FABRIC - Future Arrays of Broadband Radio-telescope Internet Computing
GJD - GRMS Job Description

GRMS - Gridge Resource Management System
HTTP - Hypertext Transfer Protocol

Java — Java Technologittp://java.sun.com/

LDS - Links Description Schema

P| - Principal investigator

RDS - Resource Description Schema

RDS - Resource Description Schema

SOAP - Simple Object Access Protocol

TO _ Telescope operator

uDDI — Universal Description, Discovery and Intagon
WFM - Workflow Manager Application

WSDL — Web Services Description Language

XML - Extensible Markup Language

XSD - XML Schema Definition
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