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• MeqTrees: overview and past successes 

• MeqSilhouette: mm-VLBI simulation pipeline (pre-alpha) 

• Bayesian capabilities and plans



• MeqTrees is (mostly) about building measurement 
equations, e.g.: 

• An m.e. decomposes the observed visibility Vpq into 
intrinsic source properties and per-antenna Jones terms. 

• Can describe an endless variety of (linear) physics.

The Measurement Equation

can add pol. leakage, field rotation angle, etc. 



MeqTrees
“Meq" = Measurement Equation 

“Trees” = computational trees



Trees = Expression Trees
• Any mathematical function can be represented by a tree:



MeqTrees Architecture



A library of RIME components



Performance / Flexibility



Example applications:
• High dynamic range calibration & imaging                           

(direction dependent calibration, etc.) 
• Evaluation of beam-related effects 
• Prime focus vs offset Gregorian performance 
• Element gain drifts in phased array feeds 
• Fundamental sensitivity limits due to beam instability 
• Ionosphere and Epoch of Reionization sims  
• Weak lensing simulations (incl. SKA1) 
• MC & Bayesian sampling 
• Generating training data for machine learning



3C147 field  — JVLA L-band (C/D config)
Oleg Smirnov & Rick Perley

regular self-cal



direction dependent calibration

3C147 field  — JVLA L-band (C/D config)
Oleg Smirnov & Rick Perley

5 million : 1 dynamic range

differential gains dominated by PB rotation



full stokes primary beam correction
(no more JVLA beam squint)



Phased array feed calibration
• 50 deg2 with 2 pointings down to 0.5 mJy/beam with ASKAP/BETA 

• fully automated MeqTrees pipeline employing differential gains 

•  ~2200 sources detected above 5σ

1°

credit:  
Ian Heywood



Heywood et al., MNRAS, 428, 935, 2013

traditional calibration MeqTrees calibrationJVLA Stokes I beam

CASSBEAM software, Walter Brisken, NRAO

Direction-dependent gains for accurate bright 
source subtraction 

• X-band JVLA observation of the WHT deep field  

• bright source (4C +00.02, the phase calibrator) near the first primary 
beam null  

• impossible to calibrate without MeqTrees differential gain solutions and 
accurate source subtraction. 

Gain cal: 
4C +00.02 

Gain cal: 
4C +00.02 



Antenna pointing error solutions

• subset of antennas in the WSRT deliberately mis-
pointed (shown in blue) 

• MeqTrees was able to determine to reasonable 
accuracy the precise offsets from the intended 
pointing (shown in red) 

• resulting pointing offset solutions (as a function of 
time) revealed a regular pointing 'wobble' on 
some antennas that was not previously known



• MeqTrees is focussed on “niche” problems 

• pushing interferometers to their limits by parameterising 
very subtle effects and solving for them 

• recently made a big push towards Bayesian methods 

• KEY POINT: parameters can (and should!) be a 
combination of source and instrument if this impacts the 
inferences that are made



simulating (and solving for) these effects is all in place 
for connected element, cm-wave radio interferometry 

all that we need to do is tailor it to mm-VLBI



Silhouette
Meq



joint fitting of instrumental and science parameters

robust, repeatable measurements

in the visibility domain



interferometric 
simulations



Richard Feynman's dictum  

“What I cannot create I do not understand”



“If you can simulate it,  
you can solve for it”

— Oleg Smirnov

Richard Feynman's dictum:  

“What I cannot create I do not understand”



an end2end simulator
• form your measurement equations (python script, GUI, html interface) 

• inputs: GR-MHD images, point srcs, etc. (full Stokes) 

• add corruptions of choice (gain errors, polarization leakage, 
tropospheric model, pointing error, etc.) 

• simulate and image (with a range of imaging algorithms)s 

• automated metrics (e.g. polarization ratios, Radon transform, etc.) 

• parameter estimation (MCMC and Bayesian model selection)



Monika’s GR-MHD simulation 
jet at inclination = 30 deg; RA,Dec = M87

stations: SMA, LMT, CARMA, SMT, Pico Veleta, PdBI, ALMA, GLT 
12 hour track, elevation > 15 degrees



stations: SMA, LMT, CARMA, SMT, Pico Veleta, PdBI, ALMA, GLT 
12 hour track, elevation > 15 degrees

Monika’s GR-MHD simulation 
jet at inclination = 90; RA,Dec = M87



…just add water 
corruptions



troposphere
• lots of work in MeqTrees on this for ionosphere (by 

Ilse, Pimm to continue(?)) 

• must be physical  

• easily understand your risks (if N stations not 
participating due to weather) 

• we have a lot of information on the sites already 
(and can envision each site having PWV 
radiometers in the future)



pointing errors

• seems more of problem than I originally thought 

• substantial fractions of primary beam 

• can calibrate out in station-dependent complex gains, but then 
there is dynamic pointing error



further effects

• intrinsic source variability 

• ISM scattering



a point-and-click 
 end-2-end simulator



RODRIGUES 
RATT Online Deconvolved Radio Image Generation 

Using Esoteric Software

created by: 
Sphesihle Makhathini 

Gijs Molenaar 
Oleg Smirnov

FRINGES



RODRIGUES 
• browser-based, pipeline running on backend of GCE or HPC 

centre in Cape Town 

• parametrised, platform independent scheduler 

• Can be deployed on a laptop, cluster, cloud (Google Compute 
Engine, Amazon Web Services) 

• Offers a standardised framework for comparing data reduction 
techniques (calibration, imaging, source finding, etc.)

http://rodrigues.meqtrees.net https://github.com/ska-sa/rodrigues

http://rodrigues.meqtrees.net
https://github.com/ska-sa/rodrigues


RODRIGUES screenshot

now available for 
MeqSilhouette





pipelined output: 



pipelined output: 

more from Tariq tomorrow 



Bayesian Inference / 
Parameter Estimation



the problem with MCMC 
methods in interferometry

current sky 
realisation

current visibility
realisation 

measured 
visibilities

compute 
likelihood

current telescope 
realisation

current 
posterior priors

iterate until 
convergence

(N > 104)



mm-VLBI (Bayesian) 
advantages

• relatively few stations 

• required FoV is very small 

• low dynamic range, not much cleaning (if needed) 

• no clear direction-dependent effects

= rapid simulate-image-
likelihood compute cycle time



an example:

• simultaneously solve for pointing error and source flux 

• covariance matrix with both instrumental and source parameters

Bayesian inference for radio observations 1311

the model and simulated data set used, and details of the MCMC
analysis, and show that the instrumental parameters studied are
tightly correlated with the scientific parameters, a fact that cannot
be ignored when determining these parameters.

4.1 Simulated data and parameters of the model

4.1.1 Telescope configuration

We use MEQTREES to simulate observations with the Westerbork
Synthesis Radio Telescope (WSRT; Högbom & Brouw 1974), a 14-
element east–west array with 25 m diameter dishes. All our WSRT
simulations use an integration time of 30 s and a total observation
time of 12 h at a frequency of 1.4 GHz. We use a narrow bandwidth
of 125 kHz, a single channel (for simplicity) and include noise with
a standard deviation of 0.1 Jy/visibility. At this frequency, WSRT
has a field of view of 0.◦5–0.◦6 and a synthesized beamwidth of
around 13 arcsec FWHM (full width at half-maximum).1

4.1.2 Scientific parameters

The simulated field consists of 17 unpolarized, point sources with
known positions. The science goal was to determine the flux densi-
ties of these sources. We based the simulation on an existing field
observed by WSRT, consisting of sources with a range of fluxes
(from 0.03to3.13 Jy). This is a very simple sky model, consisting
only of point sources, whereas in the second example of the paper,
we address modelling of extended sources. We do not explore the
possibility of extended sources of arbitrary shapes, as this is out of
the scope of this paper, but this should be possible using shapelets,
such as employed in the existing PYBDSM software.2 The brightness
matrix in equation (6) for an unpolarized point source is written as

BPOINT =
(

I 0

0 I

)
, (7)

where I is the intensity.
Fig. 2 shows an image of the true input model without any in-

strumental effects, while Fig. 3 shows the dirty image of the sky.

4.1.3 Instrumental parameters

Beamwidth
Knowing the primary beam pattern is critical for any astronomical

survey. Current practice is to determine the primary beam pattern
using a technique such as holography (Scott & Ryle 1977), then fix a
beam model, without propagating any uncertainty information into
the estimates of the science parameters. Since the primary beam
directly attenuates the flux distribution of the sky, even a small
error in the beam model can lead to large biases. We thus include
beam parameters in our analysis. WSRT commonly adopts a simple
model for the primary beam, 1 namely: cos3(cνθ ), where ν is the
observing frequency (in GHz), θ is the distance from the pointing
centre in degrees and c is the beam factor (in 1/GHz). The beam
factor (or beamwidth) is known to vary slightly with frequency. As
a proof of concept, we assume it is unknown, and include it as a

1 WSRT Guide to Observations, http://www.astron.nl/radio-observatory/
astronomers/wsrt-guide-observations/5-technical-information/5-technical-
informatio.
2 Python Blob Detection and Source Measurement software, www.lofar.
org/wiki/doku.php?id=public:user_software:pybdsm.

Figure 2. The simulated, noise-free sky model with 17 sources with flux
densities varying between 0.03 and 3.13 Jy.

Figure 3. The dirty data set for the model of Fig. 2, as the telescope would
see it (the colours are histogram-equalized to improve contrast). The image
is produced directly from the visibilities and shows the typical ring structure
around bright sources that is seen in interferometric data, due to the missing
angular-scale information in the data set. The rms noise in flux density is
about 0.28 mJy.

further instrumental parameter. One could provide a more complex
model for the primary beam and easily fit those parameters with
this technique as well, comparing the models with the Bayesian
evidence. The model for the beam enters the RIME of equation (6)
as a direction-dependent Jones matrix:

EBEAM(l, m) = cos3(cν
√

l2 + m2) I, (8)

where I is the identity matrix.

Pointing errors
Pointing errors can substantially corrupt radio observations and are
known to be a limiting factor in deep observations with WSRT
(Smirnov & de Bruyn 2011) and other telescopes. The greatest
effect is on sources on the flank of the primary beam, where the
gradient of the beam pattern is steep, and a small pointing error

MNRAS 450, 1308–1319 (2015)
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Bayesian inference for radio observations 1315

Figure 7. Covariance matrix between a subset of parameters illustrating the strong correlations between the science and instrumental parameters that must be
accounted for to achieve unbiased results. The parameters are listed on each axis with the correlations between them represented by a coloured ellipse, either
positive (red ellipse angled to right) or negative (blue ellipse angled to left). The leading diagonal shows the one-dimensional marginalized posterior for each
parameter. For the pointing errors, ljck refers to the kth coefficient of the polynomial time-varying pointing error in the right ascension direction for the jth
antenna and mjck is the same for the declination direction. The flux densities of the 17 sources are given by fi, ordered from brightest to faintest, and bw and
sigma represent the beamwidth and noise on the visibilities, respectively.

axis on the l and m axes and the ratio of the minor to major axis,
defined as

l⊥ = emaj sin(α) (12)

m⊥ = emaj cos(α) (13)

r = emin/emaj, (14)

where emaj and emin are the major and minor axes of the Gaussian
source and α is the position angle (the angle of rotation of the ex-
tended source). See Fig. 9 for a visual description. The brightness
matrix of equation (6) for an extended Gaussian is simply the prod-
uct of a Gaussian and the brightness matrix for a point source. The
RIME is simple in this example, since there are no instrumental
effects apart from the usual phase shift between antennas:

Vpq =
∑

s

(∫ ∫

lm

K(s)
p f (l, m)BPOINT

s K(s),H
q dldm

)
, (15)

where f(l, m) is a Gaussian in l and m for the extended source case
and f is a delta function for the one- and two-source models. Also
in the one- and two-source models, l and m reduce to single points
ls and ms, as in equation (11).

5.2 Using MULTINEST for model selection

We use MULTINEST for calculating the Bayesian evidence (see
Section 2) and MEQTREES for predicting the model visibilities from
the sampled source parameters from which the likelihood is com-
puted iteratively. The likelihood is computed according to equation
(2). The posterior probability distributions are obtained as a by-
product along with the uncertainties in the best-fitting parameter
values and the Bayesian evidence.

For the single-point-source model, we vary three parameters: the
flux density and relative source position, l and m. We similarly vary
the flux densities and positions of the two sources in the two-source

MNRAS 450, 1308–1319 (2015)
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jointly solved flux densities and pointing errors 

Lochner+2015



model selection
Gaussian vs Point Source

no imaging — all in vis plane

GPU implementation (Perkins et al. 2015)

Bayesian inference for radio observations 1317

Figure 10. Left-hand column: the true sky for the extended Gaussian,
single-point-source and two-point-source models (from top to bottom). Mid-
dle column: the CLEANed image for the three models. Right-hand column:
the maximum posterior BIRO image for the three models. The purple con-
tour in each image indicates the size of the synthesized beam, as returned
by CLEAN (note that the sources are all much smaller than the synthesized
beam). BIRO recovers the correct input model each time while CLEAN is
unable to distinguish between the models at the same SNR (in this case the
SNR was 1000).

for the extended source model. Each frame is an image generated
using the parameters from every 40th step of the chain.

6 D I S C U S S I O N A N D C O N C L U S I O N S

We have introduced the technique BIRO, a Bayesian approach to the
deconvolution problem of radio interferometry. Instead of making
an image and then performing source extraction, BIRO uses MCMC
or nested sampling to fit models directly to the visibility data and
obtain the posterior for the parameters of interest, as well as nuisance
parameters.

In the first example problem, we focused on the relationship
between scientific and instrumental parameters. It was found that
all parameter estimates from BIRO were consistent within their error
bars with the true values. As well as determining the uncertainties
of the parameters, BIRO also returns the covariance matrix between
them, as a by-product of the full posterior. Our work shows that these
correlations are complicated and non-negligible. BIRO effortlessly
incorporates the effects of the correlations in the estimates of the
marginalized uncertainties on the individual parameters, as well
as providing a way to study these correlations in the form of the
covariance matrix. We compared our results to a standard CLEAN

algorithm, without calibration (since our simulated data contains
only direction-dependent effects and publicly available calibration
algorithms only deal with direction-independent effects). Because
of the time-varying pointing errors we introduce to the data set,
CLEAN is only able to find 5 out of the 17 sources and returns
biased flux densities for them, while BIRO returns unbiased flux
densities for all sources. BIRO is also able to correctly determine
the coefficients of the time-varying pointing errors, the primary
beamwidth and the noise on the visibilities.

In the second example problem, we addressed the issue of how
to determine the best sky model for the data. We worked with three
models: a single point source, a Gaussian extended source and
two point sources. We simulated data for each of the three models
and then, for each data set, ran MULTINEST to fit each of the three

Figure 11. Relative natural log-evidence (i.e. the natural logarithm of the ratio of the Bayesian evidence for the true model to that of a single point source)
as a function of Gaussian source size, for the extended source input model, showing the evidence-crossover points for different source sizes and SNRs (peak
flux to background noise). The horizontal axis gives the size of the circular Gaussian source in the input model (the reader is reminded that the FWHM of the
synthesized beam is around 13 arcsec). The vertical axis gives the odds in favour of the Gaussian source model when model comparison is performed for the
Gaussian model against a point source model. The more positive the relative log-evidence is, the more strongly is the Gaussian model favoured. Each curve on
the graph is for a different noise level with the approximate (map) SNRs shown in the legend.

MNRAS 450, 1308–1319 (2015)
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credit: Iniyan Natarajan

25 micro-arcsec



for the central black hole, but these stars only sample space-time in the weak-field regime.  High 

frequency VLBI is unique in its ability to resolve structures at the SMBH event horizon, in the 

case of Sgr A* and M87, and can thus be used to directly test strong-field GR predictions. 

Submm-VLBI observations of SgrA* will resolve strong-field gravity effects within a few 

Schwarzschild radii of a black hole in the next few years.  General Relativity predicts that a 

black hole surrounded by an orbiting or infalling optically thin plasma will exhibit a ‘shadow’ or 

‘silhouette’ (Falcke, Melia & Agol 2000).  This arises from two effects: emission from the near 

side of the BH is red-shifted and thus fainter, while emission from the far side is lensed, creating 

an enhanced annulus of emission near the innermost photon orbit (Figure 2 inset).  The April 

2007 VLBI observations can be fit with an annular structure; a non-detection on the CARMA-

JCMT baseline is consistent with both the circular Gaussian and annular models (Figure 2).  

Planned VLBI observations, with enhanced sensitivity, will soon discriminate between these 

models and directly test for the ‘shadow.’ 

 

Figure 2: Correlated flux density of SgrA* as a function 

of baseline length from VLBI measurements in April 2007 

(stations included were ARO/SMT, CARMA, and JCMT).  

The point at zero-baseline is a total flux density 

measurement made with the CARMA array.  A circular 

Gaussian model fit with full-width-half-max of 37µas for 

the intrinsic size of SgrA* is shown as a solid line.  The 

dotted curve corresponds to what would be expected for 

the ‘shadow’ model shown in the inset, which has a 35µas 

inner diameter and 80µas outer diameter.  Planned 

sensitivity increases on the CARMA-JCMT baseline will 

enable us to discriminate between these models – 

currently this baseline only provides an upper limit on the 

correlated flux density.  

 

 

Over the next decade the number of submm-VLBI sites will increase.  Standard imaging and 

deconvolution techniques, as opposed to the model fitting shown above, can be employed.  

Figure 3 shows the progression in image fidelity as new sites are added.  For the most part this 

effort will involve deploying VLBI instrumentation to existing sites or facilities under 

construction. 

2.2. Is there an Event Horizon? 

The Doeleman et al. (2008) measurement of SgrA* implies a contradiction if one assumes that 

there is in fact a surface within SgrA* and not an Event Horizon.  On the one hand, current 

Radiatively Inefficient Accretion Flow (RIAF) models require mass accretion rates of ~10
-8

 solar 

masses/year, and the observed bolometric luminosity of SgrA* sets a lower limit of ~2x10
-10

 

solar masses/year (Yuan et al. 2003).  But if SgrA* has a surface instead of an Event Horizon, 

then all the energy and matter not radiated away will heat this surface and it will radiate with a 

black-body spectrum peaking in the NIR.  SgrA* is not, however, detected in quiescence in the  

 
 

period.  The exact nature of the flaring structure will undoubtedly be more complex than these 

simple models, but submm-VLBI can effectively probe size and time scales on which flares 

occur.   

The fine time resolution of this promising technique draws comparison with future plans to 

monitor Iron fluorescence lines from ‘hot-spots’ using the International Xray Observatory 

satellite (IXO) (Brenneman et al. 2009).  Submm-VLBI observations of flares in Sgr A* will 

take place throughout this decade, thus providing unique and valuable information for the design 

and planning of future space missions. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Signature of a hot-spot orbiting the SgrA* black hole.  The left panel shows a quiescent Radiatively 

Inefficient Accretion Flow (RIAF) model for a non-spinning 4x10
6
 solar mass black hole, and a hot spot orbiting at 

the Innermost Stable Circular Orbit (ISCO), with a disk inclination of 60 degrees from line of sight.  The raw model 

is shown for 3 orbital phases in the top three figures, and the bottom three show the effects of scattering by the ISM. 

VLBI closure phase (the sum of interferometer phase over a triangle of baselines) is non-zero when asymmetric 

structure is present.  The right panel shows 1.3mm wavelength VLBI closure phases every 10-seconds on the 

ARO/SMT-Hawaii-CARMA triangle with the model phases shown as a red curve (Doeleman et al. 2009). 

Figure 5: Signature of a hot-spot orbiting an a=0.9 spin black hole at a radius of 3Rsch with a period of 27 

minutes.  The left panel shows the expected closure phase from the model in red and 10 second closure phase points 

on a 0.8mm wavelength VLBI array consisting of ARO/SMT, Hawaii (CSO+JCMT+SMA), and the ASTE dish in 

Chile (thermal noise has been added in these simulations.  Although a non-zero average closure phase can be 

discerned, the points cannot be matched closely to the model.  The right panel shows the effect of replacing the 

single ASTE aperture with 10 phased ALMA dishes (possible within 2-4 years).  Now the 10 second closure phase 

points follow the expected model very closely, allowing the clear periodicity to be reliably extracted and the black 

hole spin to be estimated (Doeleman et al. 2009). 

2.4. How do Black Holes accrete matter? 

Models of the pan-chromatic emission from SgrA* must consistently account for the black hole 

model selection

Doeleman+2009

that includes calibration systematics



…but not just post-processing 
and parameter estimation

• plenty of priors available: 

• typical weather patterns 

• PWV measurements 

• typical pointing accuracy rms



future advantages
• MeqTrees development is “complete”                                           

(~10 years development by Oleg Smirnov and others) 

• Now the focus is on simulation (and calibration) pipelines; 
as well as Bayesian techniques 

• Large team, primarily focussed on MeerKAT, HERA/PAPER, 
SKA1 

• MeqSilhouette will benefit directly from any development in 
MeqTrees (e.g. RODRIGUES, GPU acceleration, imaging 
algorithms)



COMMENTS / REQUESTS / SUGGESTIONS

so watch this space, but

would be most welcome at this point



more information

http://meqtrees.net

https://github.com/ska-sa/meqtrees


